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SUMMARY This paper presents a new framework for traffic flow control based on an integrated model description by means of Hybrid Dynamical System (HDS). The geometrical information on the traffic network is characterized by Hybrid Petri Net (HPN). Then, the algebraic behavior of traffic flow is transformed into Mixed Logical Dynamical Systems (MLDS) form in order to introduce an optimization technique. These expressions involve both continuous evolution of traffic flow and event driven behavior of traffic signal. HPN allows us to easily formulate the problem for complicated and large-scale traffic network due to its graphical understanding. MLDS enables us to optimize the control policy for traffic signal by means of its algebraic manipulability and use of model predictive control framework. Since the behavior represented by HPN can be directly transformed into corresponding MLDS form, the seamless incorporation of two different modeling schemes provide a systematic design scenario for traffic flow control.
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1. Introduction

With the increasing number of automobile and complication of traffic network, the traffic flow control becomes one of significant economic and social issues in urban life. Many researchers have been involved in related researches in order to alleviate traffic congestion. From viewpoint of modeling, the existing scenarios can be categorized into the following two approaches:

(A1) Microscopic approach; and

(A2) Macroscopic approach.

The basic idea of Microscopic approach (A1) is that the behavior of each vehicle is affected by neighboring vehicles, and the entire traffic flow is represented as statistical occurrences. The Cellular Automaton (CA) based model [3], [4] and the Follow-the-Leader (FL) model are widely known ideas to represent the behavior of each vehicle. In the CA model, the road is discretized into many small cells. Each cell can be either empty or occupied by only one vehicle. The behavior of each vehicle in each cell is specified by the geometrical relationship with other vehicles together with some stochastic parameters. Also, in the FL model, each vehicle is supposed to have a tracking response to the preceding vehicle, which is described by first order or second order differential equation. Although many simulation results based on these microscopic models showed high similarity to the measured real data, these approaches are not suitable for the large-scale traffic network modeling available to the controller design because it requires enormous computational efforts to find all vehicles’ behavior. Furthermore, the precise information on initial positions and speeds of all vehicles are usually not available in advance.

On the other hand, it has been a common strategy in the macroscopic approach (A2) that the designer uses a fluid approximation model where the behavior of traffic flow is regarded as a continuous fluid with density \( k(x, t) \) and volume \( q(x, t) \) at location \( x \) and time \( t \). In this case, \( k(x, t) \) and \( q(x, t) \) must satisfy the following law of mass conservation:

\[
\frac{\partial k(x, t)}{\partial t} + \frac{\partial q(x, t)}{\partial x} = 0.
\]

Also, some relationship among \( q, k \) and \( v \), which is usually described by

\[
q(x, t) = k(x, t)v(x, t),
\]

is introduced together with the appropriate model of the \( v(x, t) \), where \( v(x, t) \) denotes the velocity of the traffic flow. By incorporating these two equations, the macroscopic behavior of the traffic flow is uniquely decided. This model, however, is applicable only when the density of the traffic flow \( k(x, t) \) is continuous. Although this model expresses well the behavior of the flow on the freeway, it is unlikely that this model can be applied to the urban traffic network which involves many discontinuities of the density coming from the existence of intersections controlled by traffic signals. In order to treat the discontinuity of the density in the macroscopic model, the idea of ‘shock wave,’ which represents the progress of the boundary of two neighboring different density area, has been introduced in [5]–[8]. Although these approaches included judicious use of theoretical ideas as for the flow dynamics, it is not straightforward to exploit them for the design of real-time traffic signal control since the flow model results in complicated nonlinear dynamics. This paper presents a new method for the real-time traffic signal control based on integrated model descriptions by means of Hybrid Dynamical System (HDS). The geometrical information on the traffic network is characterized by using Hybrid Petri Net (HPN) by both graphical and algebraic descriptions. Then, the algebraic behavior of traffic flow is transformed into Mixed Logical Dynamical Systems.
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(MLDS) form in order to introduce the optimization technique.

In the HPN model, each continuous place represents discretized section of the road, and the continuous marking represents the amount of vehicles (density multiplied by length of the section) in the corresponding section. Also, each discrete place represents the corresponding traffic signal, and the discrete marking (binary valued) represents the state of the traffic signal. Thus, the HPN model can be regarded as one of the discretized macroscopic model of the traffic flow that consists of the event driven behavior of the traffic signal. This implies that the HPN model can be a good model for the urban traffic network which includes many intersections controlled by traffic signals, and also be a core tool for a human-machine interface for the traffic network design due to its graphical understanding.

When we look at the control problem for the traffic signal, it is natural to introduce some algebraic representation of the traffic network. Although the HPN has some algebraic description, it is not a suitable form to formulate the optimization problem. Therefore, the MLDS form, which involves both continuous and logical (binary) evolutions, is introduced to formulate the Model Predictive Control (MPC) scheme for the traffic flow. The MPC for the traffic flow results in the Mixed Integer Quadratic Programming (MIQP), and can be solved by using commercial solver.

The behavior represented by the HPN can be directly transformed into the corresponding MLDS form. The seamless incorporation of two different modeling schemes provides the systematic design scenario for the traffic flow control. Also, the discontinuities of the traffic flow can be easily taken into account due to its discretized modeling fashion in the HPN. Moreover, the discretized modeling in the HPN enables us to control the number of installed sensors according to the required control performance.

In this paper, all traffic signals are supposed to have just two states ‘green (go)’ and ‘red (stop).’ No intermediate state (i.e. yellow) is considered to simplify the problem. Also, all signals do not always operate periodically, i.e. all signals can change the state at any time when the controller decides to do so. By removing the constraints of ‘periodical operation’ of traffic signals, the further optimization as for the traffic flow becomes possible.

2. Modeling of Traffic Flow Control System (TFCS) Based on HPN

The Traffic Flow Control System (TFCS) is the collective entity of traffic network, traffic flow and traffic signals. Although some of them have been fully considered by the previous studies, most of the previous studies did not simultaneously consider all of them. In this section, the HPN model is developed, which provides both graphical and algebraic descriptions for the TFCS.

2.1 Representation of TFCS as HPN

HPN is one of the useful tools to model and visualize the system behavior with both continuous and discrete variables. Figure 2 shows the HPN model for the road of Fig. 1. In Fig. 2, each section \( i \) of \( l_i \)-meters long constitutes the straight road, and two traffic lights are installed at the point of crosswalk. HPN has a structure of \( N = \{P, T, q, I_1, I_2, M^0\} \). The set of places \( P \) is partitioned into a subset of discrete places \( P_d \) and a subset of continuous places \( P_c \). \( P_c \in P_c \) represents each section of the road, and has maximum capacity (maximum number of vehicles). Also, \( P_d \) represents the traffic signal where green signal is indicated by a token in the corresponding discrete place \( p_d \in P_d \). The marking \( M = [m_c|m_d] \) has both continuous (\( m \) dimension) and discrete (\( n \) dimension) parts where \( m_c \) represents the number of vehicles in the corresponding continuous places, and \( m_d \) denotes the state of the corresponding traffic signal (i.e. takes binary value). Note that each signal is supposed to have only two states ‘go (green)’ or ‘stop (red)’ for simplicity. \( T \) is the set of continuous transitions which represent the boundary of two successive sections. The function \( q_j(\tau) \) specifies the firing speeds assigned to transition \( t_j \in T \) at time \( \tau \). \( q_j(\tau) \) represents the number of vehicles passing through the boundary of two successive sections (measuring position) at time \( \tau \). Note that sensors to capture the number of the vehicles are supposed to be installed at every boundaries of the section as show in Fig. 1. Also, we do not consider any measurement error for sensors in this paper. The function \( I_1(p, t) \) and \( I_2(p, t) \) are forward and backward incidence relationships between transition \( t \) and place \( p \) which follows and precedes the transition. The element of \( I(p, t) \) is always 0 or \( \alpha_j \). \( \alpha_j \) is the number of traffic lanes in each section. Finally, \( M^0 \) is specified as the initial marking of the place \( p \in P \). The net dynamics of HPN is represented by a simple first order differential equation for each continuous place \( p_c \in P_c \) as follows:
\[
\frac{dm_{C,i}(\tau)}{dt} = \sum_{t_j \in P_{c,i} \setminus \{p_i\}} I(p_c, t_j) \cdot q_j(\tau) \cdot m_{D,j}(\tau),
\]

where \( m_{C,i}(\tau) \) is the marking for the place \( p_i \in P_c \) at time \( \tau \), \( m_{D,j}(\tau) \) is the marking for the place \( p_j \in P_d \), and \( I(p, t) = I_\tau(p, t) - I_\tau(p, t) \). The equation (3) is transformed to its discrete-time version supposing that \( q_j(\tau) \) is constant during two successive sampling instants as follows:

\[
m_{C,i}(k + 1)T_s = m_{C,i}(kT_s) + \sum_{t_j \in P_{c,i} \setminus \{p_i\}} I(p_c, t_j) \cdot q_j(kT_s) \cdot m_{D,j}(kT_s) \cdot T_s,
\]

where \( k \) is sampling index, and \( T_s \) is sampling period.

Note that the transition \( t \) is enabled at the sampling instant \( kT_s \) if the marking of its preceding discrete place \( p_{d,i} \in P_d \) satisfies \( m_{D,i}(k) \geq I_\tau(p_{d,i}, t) \). Also if \( t \) does not have any input (discrete) place, \( t \) is always enabled.

### 2.2 Definition of Flow \( q_i \)

In order to derive the flow behavior, the relationship among \( q_i(\tau) \), \( k_i(\tau) \) and \( v_i(\tau) \) must be specified. One of the simple ideas is to use the well-known model

\[
q_i(\tau) = \frac{(k_i(\tau) + k_{i+1}(\tau))v_i(\tau) + v_{i+1}(k_i(\tau))}{2},
\]

supposing that the density \( k_i(\tau) \) and \( k_{i+1}(\tau) \), and average velocity \( v_i(\tau) \) and \( v_{i+1}(\tau) \) of the flow in \( i \) and \( i + 1 \) th sections are almost identical. Then, by incorporating the velocity model

\[
v_i(\tau) = v_f \cdot \left(1 - \frac{k_i(\tau)}{k_{jam}}\right),
\]

with (5), the flow dynamics can be uniquely defined. Here, \( k_{jam} \) is the density in which the vehicles on the roadway are spaced at minimum intervals (traffic-jammed), and \( v_f \) is the maximum speed, that is, the velocity of the vehicle when no other vehicle exists in the same section.

If there exist no abrupt change in the density on the road, this model is expected to work well. However, in the urban traffic network, this is not the case due to the existence of the intersections controlled by the traffic signals. In order to treat the discontinuities of the density among neighboring sections (i.e. neighboring continuous places), the idea of ‘shock wave’ [11] is introduced as follows. We consider the case as shown in Fig. 3 where the traffic density of \( i \) th section is lower than that of \( i + 1 \) th section in which the boundary of density difference designated by the dotted line is moving forward. Here, the movement of this boundary is called shock wave and the moving velocity of the shock wave \( c_i(\tau) \) depends on the densities and average velocities of \( i \) th and \( i + 1 \) th sections as follows [11]:

\[
c_i(\tau) = \frac{v_i(\tau)k_i(\tau) - v_{i+1}(\tau)k_{i+1}(\tau)}{k_i(\tau) - k_{i+1}(\tau)}. \tag{7}
\]

The traffic situation can be categorized into the following four types taking into account the density and shock wave.

![Fig. 3](image-url) Movement of shock wave in the case of \( k_i(\tau) < k_{i+1}(\tau) \) and \( c_i(\tau) > 0 \).

- (C1) \( k_i(\tau) < k_{i+1}(\tau) \), and \( c_i(\tau) > 0 \),
- (C2) \( k_i(\tau) < k_{i+1}(\tau) \), and \( c_i(\tau) \leq 0 \),
- (C3) \( k_i(\tau) > k_{i+1}(\tau) \),
- (C4) \( k_i(\tau) = k_{i+1}(\tau) \) (no shock wave).

Firstly, in both cases of (C1) and (C2) where \( k_i(\tau) \) is smaller than \( k_{i+1}(\tau) \), the vehicles passing through the density boundary (dotted line) reduce their speeds. The movement of the shock wave is illustrated in Fig. 3 (\( c_i(\tau) > 0 \)) and Fig. 4 (\( c_i(\tau) \leq 0 \)). In Figs. 3 and 4, the ‘measuring position’ implies the position where transition \( t_i \) is assigned. Since the traffic flow \( q_i(\tau) \) represents the number of vehicle passing through the measuring position per unit time, in the case of (C1), it can be represented by \( n + m \) in Fig. 3, where \( n \) and \( m \) represent the area of the corresponding rectangular, i.e. the product of the \( v_i(\tau) \) and \( k_i(\tau) \). Similarly, in the case of (C2), \( q_i(\tau) \) can be represented by \( m \) in Fig. 4. These considerations lead to the following models:

\[
q_i(\tau) = v_i(\tau)k_i(\tau) \tag{8}
\]
\[
v_i(\tau) = v_f \left(1 - \frac{k_i(\tau)}{k_{jam}}\right)k_i(\tau) \tag{9}
\]

in the case of (C1)

\[
q_i(\tau) = v_{i+1}(\tau)k_{i+1}(\tau) \tag{10}
\]

in the case of (C2)
2.3 Verification of the Derived Flow Model

In this subsection, we verify the effectiveness of the proposed traffic flow model developed in the previous subsection by comparing it with the microscopic model. The usefulness of Cellular Automaton (CA) in representing the traffic flow behavior was investigated in [3]. Some of well-known traffic flow simulators such as, TRANSIMS and MICROSIM are based on CA model.

The essential property of CA is characterized by its lattice structure where each cell represents a small section on the road. Each cell may include one vehicle or not. The evolution of CA is described by some rules which describe the evolution of the state of each cell depending on the states of its adjacent cells.

The evolution of the state of each cell in CA model can be expressed by

\[ n_j(\tau + 1) = n_j^m(\tau)(1 - n_j(\tau)) - n_j^\text{out}(\tau), \]  

(14)

where \( n_j(\tau) \) is the state of each cell which represents the occupation by the vehicle in the \( j \)th cell \( (n_j(\tau) = 0 \) implies that a \( j \)th cell is empty, and \( n_j(\tau) = 1 \) implies that a vehicle is present in the \( j \)th cell at \( \tau \). \( n_j^m(\tau) \) represents the state of the cell from which the vehicle moves to the \( j \)th cell, and \( n_j^\text{out}(\tau) \) indicates the state of the destination cell leaving from the \( j \)th cell. In order to find \( n_j^m(\tau) \) and \( n_j^\text{out}(\tau) \), some rules are adopted as follows:

**Acceleration rule**: All vehicles, that have not reached at the speed of maximum speed \( v_f \), accelerate its speed \( v_{ij}(\tau) \) by one unit velocity \( v_\text{unit} \) as follows:

\[ v_{ij}(\tau + \Delta \tau) \equiv v_{ij}(\tau) + v_\text{unit}. \]  

(15)

**Safety distance rule**: If a vehicle has \( e \) empty cells in front of it, then the velocity at the next time instant \( v_{ij}(\tau + \Delta \tau) \) is restricted as follows:

\[ v_{ij}(\tau + \Delta \tau) \equiv \min[e, v_{ij}(\tau + \Delta \tau)]. \]  

(16)

**Randomization rule**: With probability \( p \), the velocity is reduced by one unit velocity as follows:

\[ v_{ij}(\tau + \Delta \tau) \equiv v_{ij}(\tau + \Delta \tau) - p \cdot v_\text{unit}. \]  

(17)

Figure 5 shows the behavior of traffic flow obtained by applying the CA model to the two successive sections which is 450 [m] long. The parameters used in the simulation are as follows: computational interval \( \Delta \tau \) is 1 [sec], each cell in the CA is assigned to 4.5 [m]-long interval on the road, maximum speed \( v_f \) is 5 [cells/\( \Delta \tau \)], which is equivalent to 81 [km/h] \((=4.5 \text{[m/cell]} \cdot 5 \text{[cells/\( \Delta \tau \)]} \cdot 3600 \text{[sec/1000]}\). The left figure of Fig. 5 shows the obtained relationship among normalized flow \( q_l(\tau) \) and densities \( k_i(\tau) \) and \( k_{i+1}(\tau) \). The right small figure is the abstracted illustration of the real

---

**Fig. 4** Movement of shock wave in the case of \( k_i(\tau) < k_{i+1}(\tau) \) and \( c(\tau) \leq 0 \).

\[ q_i(\tau) = \frac{\left(\frac{k_i(\tau) + k_{i+1}(\tau)}{2}\right) v_f(\tau)}{1 - \frac{k_i(\tau) + k_{i+1}(\tau)}{2k_{\text{jam}}}} \]

(12)

As the results, the flow model (8) ~ (12) taking into account the discontinuity of the density can be summarized as follows:

\[ q_i(\tau) = \begin{cases} 
\frac{\left(\frac{k_i(\tau) + k_{i+1}(\tau)}{2}\right) v_f(\tau)}{1 - \frac{k_i(\tau) + k_{i+1}(\tau)}{2k_{\text{jam}}}} & \text{if } k_i(\tau) \geq k_{i+1}(\tau) \\
v_f(\tau) \left(1 - \frac{k_i(\tau)}{k_{\text{jam}}}\right) & \text{if } k_i(\tau) < k_{i+1}(\tau) \text{ and } c(\tau) > 0 \\
v_{f,i+1}(\tau) \left(1 - \frac{k_{i+1}(\tau)}{k_{\text{jam}}}\right) & \text{if } k_i(\tau) < k_{i+1}(\tau) \text{ and } c(\tau) \leq 0 
\end{cases} \]  

(13)
behavior.

First of all, we look at the behavior along the edge $a$ in the right figure which implies the case that the traffic signal is changed from red to green. At the point of $k_i(\tau) = 0$ and $k_{i+1}(\tau) = 0$, the traffic flow $q_i(\tau)$ becomes zero since there is no vehicle in both $i$th and $(i + 1)$th section. Then, $q_i(\tau)$ is proportionally increased as $k_i(\tau)$ increases, and reaches at the saturation point ($k_i(\tau) = 0.9$). Next, we look at the behavior along the edge $b$ which implies that the $i$th section is fully occupied. In this case, the maximum flow is measured until the density of the $(i + 1)$th section is reduced by 50% (i.e. $k_{i+1}(\tau) = 0.5$), and after that the flow goes down according to the increase of $k_{i+1}(\tau)$. Although CA model consists of quite simple procedures, it can show quite natural traffic flow behavior.

On the other hand, Fig. 6 shows the behavior in case of using HPN where proposed flow model given by (13) is embedded. We can see that Fig. 6 shows the similar characteristics to Fig. 5, especially, the saturation characteristic is well represented despite of the use of macroscopic model. As another simple modeling strategy, we consider the case that the average of two $k_i(\tau)$ and $k_{i+1}(\tau)$ are used to decide the flow $q_i(\tau)$ (i.e. use (12)) for all cases. Figure 7 shows the behavior in case of using HPN where the flow model is supposed to be given by (12) for all cases. Although the $q_i(\tau)$ shows similar characteristics in the region of $k_i(\tau) \geq k_{i+1}(\tau)$, at the point of $k_i(\tau) = 0$ and $k_{i+1}(\tau) = k_{jam}$, $q_i(\tau)$ takes its maximum value. This obviously contradicts to the natural flow behavior. Before concluding this subsection, it is worthwhile to compare the computational amount. In the case of using CA, we need 140 seconds. On the other hand, in case of using HPN and (13), we need only 0.06 seconds.

3. Transformation to MLDS Form

Although the HPN can represent the hybrid dynamical behavior of TFCS including both continuous traffic flow and discrete traffic signal control, it is still not well formulated when some optimization problem is addressed. In this section, the MLDS form is introduced to formulate the Model Predictive Control (MPC) stated in the next section.

The MLDS form can generally be formalized as follows [13]:

$$x(k + 1) = A_k x(k) + B_4 u(k) + B_2 \delta(k) + B_3 \xi(k),$$

$$y(k) = C_k x(k) + D_{1x} u(k) + D_{2x} \delta(k) + D_{3x} \xi(k),$$

$$E_{2x} \delta(k) + E_{3x} \xi(k) \leq E_{1x} u(k) + E_{4x} x(k) + E_{5x}.$$

In the MLDS form, $\kappa$ represents the sampling index. Note that sampling period $T_s$ is eliminated the following. Equations (18), (19) and (20) are state equation, output equation and constraint inequality, respectively, where $x(k)$, $y(k)$ and $u(k)$ are the state, output and input variable, whose components are constituted by continuous and/or 0-1 binary variables, $\delta(k) \in \{0, 1\}$ and $\xi(k) \in \Re$ represent auxiliary logical (binary) and continuous variables. The MLDS is known to be able to represent other forms of HDS such as Piece-Wise Affine (PWA), Hybrid Automaton (HA) and so on.
In the TFCS represented by HPN, equation (4) is directly transformed to the state equation in MLDS form by regarding the continuous marking as the state variable. Also, the TFSC only has binary input variable which denotes the state of the traffic signal (i.e. green or red). The output variable is not specified in our problem setting since all states are supposed to be measurable in this work.

The constraint inequality of (20) often plays an essential role to represent some nonlinearity which exists in the original system. In the TFCS, the nonlinearity appears in (13). In the following, this nonlinear constraint is transformed to the set of linear inequality constraints. The flow model developed in the previous section (shown in Fig. 5) can be approximated by the Piece-Wise Affine (PWA) model shown in the right figure of Fig. 5, which consists of three planes as follows:

Plane A: The traffic flow \( q_i(k) \) is saturated \((k_i(k) \geq a \) and \( k_{i+1}(k) \leq (k_{jam} - a))\).

Plane B: The traffic flow \( q_i(k) \) is mainly affected by the quantity of traffic density \( k_i(k) \) \((k_i(k) < a \) and \( k_i(k) + k_{i+1}(k) \leq k_{jam})\).

Plane C: The traffic flow \( q_i \) is mainly affected by the quantity of traffic density \( k_{i+1}(k) \) \((k_{i+1}(k) > k_{jam} - a \) and \( k_i(k) + k_{i+1}(k) > k_{jam})\).

Here, \( a \) is the threshold value to specify the region of saturation characteristic of the traffic flow, that is, if \( k_i(k) \geq a \) and \( k_{i+1}(k) < k_{jam} - a \), the \( q_i(k) \) takes almost its maximum value \( q_{max} \).

Figure 8 shows these partitions on \( k_{i+1}(k) - k_i(k) \) plane. In order to derive the linear inequalities expression of the flow model, three auxiliary variables \( \delta_{P_1}(k) \), \( \delta_{P_2}(k) \) and \( \delta_{P_3}(k) \) are introduced, and are defined as follows:

\[
\begin{align*}
\left[ \delta_{P_1}(k) = 1 \right] & \leftrightarrow \begin{cases} 
  k_i(k) & \geq a \\
  k_{i+1}(k) & \leq k_{jam} - a
\end{cases}, \\
\left[ \delta_{P_2}(k) = 1 \right] & \leftrightarrow \begin{cases} 
  k_{i+1}(k) & \geq k_{jam} - a + \epsilon \\
  k_i(k) + k_{i+1}(k) & \geq k_{jam} + \epsilon
\end{cases}, \\
\left[ \delta_{P_3}(k) = 1 \right] & \leftrightarrow \begin{cases} 
  k_{i+1}(k) & \geq k_{jam} + \epsilon \\
  k_i(k) + k_{i+1}(k) & \leq k_{jam} - a + \epsilon
\end{cases},
\end{align*}
\]  

(21)

where \( \epsilon \) is a small tolerance.

By using these binary variables, the flow model \( q_i(k) \) given by (13) can be rewritten in a compact linear form as follows:

\[
q_i(k) = q_{max} \delta_{P_1}(k) + \frac{q_{max} k_i(k)}{a} \delta_{P_2}(k) + \frac{q_{max} (1 - k_{i+1}(k))}{a} \delta_{P_3}(k),
\]  

(25)

where \( 0 \leq k_i(k) \leq k_{jam}, 0 \leq k_{i+1}(k) \leq k_{jam} \) (1 = 1), and \( q_{max} \) is the maximum value of the traffic flow.

Figure 9 shows the PWA model of the flow in the case of \( a = 0.3 \) and \( q_{max} = 1 \), which approximates the nonlinear flow model developed in the previous section.

The equations (21) to (23) can be generalized as follows:

\[
\left[ \delta_{P_1,j}(k) = 1 \right] \leftrightarrow \left[ \begin{bmatrix} k_i(k) \\ k_{i+1}(k) \end{bmatrix} \in \mathbb{R}_j \right],
\]  

(26)

\[
\mathbb{R}_j = \left\{ \begin{bmatrix} k_i(k) \\ k_{i+1}(k) \end{bmatrix} : S_j k_i(k) \leq T_j \right\},
\]  

(27)

where \( k_i(k) = [k_i(k) \quad k_{i+1}(k)]^T \) and \( S_j \) and \( T_j \) are the matrices with suitable dimensions. Also, these logical conditions can be transformed to following inequalities.

\[
S_j k_i(k) - T_j \leq M_j' [1 - \delta_{P_1,j}(k)]
\]  

(28)

\[
M_j' \triangleq \max_{k_i \in \mathbb{R}_j} S_j k_i(k) - T_j
\]  

(29)

The flow \( q_i(k) \) of (25) can be represented by the vector form by using

\[ \cdots \]
\[ \delta p_2(\kappa) = [\delta p_{i1}(\kappa) \delta p_{i2}(\kappa) \delta p_{i3}(\kappa)] \] as follows:

\[ q_i(\kappa) = f(\delta p_2(\kappa), k_{i+1}(\kappa)) \]
\[ \sum_{j=1}^{3} (f_i^j(k_i(\kappa) + h_i^j)\delta p_{i,j}(\kappa), \]
where \( f_i^j \) and \( h_i^j \) are given as follows (see Fig. 9):

\[ f_i^1 = [0, 0, 0], \]
\[ h_i^1 = q_{\text{max}}, \]
\[ f_i^2 = [\frac{q_{\text{max}}}{a}, 0], \]
\[ h_i^2 = 0, \]
\[ f_i^3 = [0, -\frac{q_{\text{max}}}{a}], \]
\[ h_i^3 = \frac{q_{\text{max}}}{a}. \]

Next, we introduce an auxiliary variable 'controlled traffic flow' \( z_{i,j}(\kappa) = \{z_{i1}(\kappa) z_{i2}(\kappa) z_{i3}(\kappa)\} \) which implies the flow under the traffic signal control. \( z_{i,j}(\kappa) \) is defined by

\[ z_{i,j}(\kappa) = (f_i^j(k_i(\kappa) + h_i^j)u_i(\kappa)\delta p_{i,j}(\kappa). \]

That is,

\[ q_i(\kappa)u_i(\kappa) = \sum_{j=1}^{3} z_{i,j}(\kappa), \]

where \( u_i(\kappa) \in [0, 1] \) denotes the binary control input which represents the state of traffic signal. Then the equivalent inequalities to (38) are given as follows:

\[ z_{i,j}(\kappa) \leq M_i u_i(\kappa)\delta p_{i,j}(\kappa), \]
\[ z_{i,j}(\kappa) \geq m_i u_i(\kappa)\delta p_{i,j}(\kappa), \]
\[ z_{i,j}(\kappa) \leq f_i^j(k_i(\kappa) + h_i^j) - m_i(1 - u_i(\kappa)\delta p_{i,j}(\kappa)), \]
\[ z_{i,j}(\kappa) \geq f_i^j(k_i(\kappa) + h_i^j) - M_i(1 - u_i(\kappa)\delta p_{i,j}(\kappa)), \]

where \( M_i \) and \( m_i \) are

\[ M_i = \max_{k_i(\kappa) \in \mathbb{R}_i} \left\{ f_i^j(k_i(\kappa) + h_i^j) \right\}, \]
\[ m_i = \min_{k_i(\kappa) \in \mathbb{R}_i} \left\{ f_i^j(k_i(\kappa) + h_i^j) \right\}. \]

The product term \( u_i(\kappa) \delta p_{i,j}(\kappa) \) can also be replaced by another auxiliary logical variable \( \delta p_{i,j}(\kappa) = u_i(\kappa)\delta p_{i,j}(\kappa) \) in order to linearize the constraints. This constraint can be transformed to the equivalent inequalities as follows:

\[ -u_i(\kappa) + \delta p_{i,j}(\kappa) \leq 0, \]
\[ -\delta p_{i,j}(\kappa) + \delta p_{i,j}(\kappa) \leq 0, \]
\[ u_i(\kappa) + \delta p_{i,j}(\kappa) + \delta p_{i,j}(\kappa) \leq 1. \]

As the results, the MLDS form for the TFCS can be formalized as follows:

\[ x(\kappa + 1) = Ax(\kappa) + Bz(\kappa), \]
\[ z(\kappa) = \text{diag}(Cu(\kappa))\delta(\kappa), \]
\[ E_2\delta(\kappa) + E_3z(\kappa) \leq E_1u(\kappa) + E_4x(\kappa) + E_5, \]

where the element \( x_i(\kappa) \) of \( x(\kappa) \in \mathbb{R}^{|\kappa|} \) is the marking of the place \( p_i \) at the sampling index \( \kappa \), the element \( u_i(\kappa) \in [0, 1] \) of \( u(\kappa) \in \mathbb{Z}^{[1]} \), is the state of the traffic signal installed at \( i \)th section and \( \delta(\kappa) = [\delta p_1(\kappa), \delta p_2(\kappa)] \). Note that if there is no traffic signal installed at \( i \)th section, \( u_i(\kappa) \) is always set to be one. The example of matrices \( A, B, C, E_1, E_2, E_3, E_4 \) and \( E_5 \) of Fig. 1 are described in the appendix.

4. Model Predictive Control (MPC) for TFCS

The Model Predictive Control (MPC) [14, 15] is one of the well-known paradigms for optimizing the systems with constraints and uncertainties. The Receding Horizon Control (RHC) policy is the key idea to realize the MPC. In RHC, finite-horizon optimization is carried out based on the measured state at each sampling instant, and only the first control input is applied to the controlled plant. In this section, firstly, the RHC policy is briefly reviewed, then the optimization problem for TFCS is formulated as the Mixed Integer Linear Programming (MILP). Finally, some idea to reduce the computational amount is described.

The proposed method does not explicitly optimize the conventional signal control parameters, such as ‘Cycle,’ ‘Offset’ and ‘Split.’ However, since all signals are supposed to be able to change the state at any time when the controller decides to do so, the conventional signal control parameters are optimized implicitly. By removing the constraints as for these parameters, further optimization becomes possible. Note that if the designer would like to impose some constraints on these parameters (for example, constant offset), it can be embedded in our problem setup in a straightforward manner.

4.1 RHC for TFCS

In RHC policy, the control input at each sampling instant is decided based on the prediction of the behavior for next several sampling periods called the prediction horizon.

In order to formulate the optimization procedure, firstly, equation (49) is modified to evaluate the state and input variables in the prediction horizon as follows:

\[ x(\kappa + \lambda | \kappa) = A^\lambda x(\kappa) \]
\[ + \sum_{\eta=0}^{\lambda-1} A^\eta B(\text{diag}(Cu(\kappa + \lambda - 1 - \eta | \kappa))) \]
\[ - \delta(\kappa + \lambda - 1 - \eta | \kappa)), \]

where \( x(\kappa + \lambda | \kappa) \) denotes the predicted state vector at sampling index \( \kappa + \lambda \) which is obtained by applying the input sequence, \( u(\kappa), \cdots, u(\kappa + \lambda) \) to (49) starting from the state
\( x(\kappa) = x(\kappa). \)

Now we consider the following control requirements that usually appear in TFCs.

(R1) Maximize the traffic flow over entire traffic network.

(R2) Avoid the frequent change of traffic signal.

(R3) Avoid the concentration of traffic mass in a certain section.

These requirements can be realized by minimizing the following objective function.

\[
J(u(\kappa|\kappa), \cdots, u(\kappa + N|\kappa), \\
x(\kappa|\kappa), \cdots, x(\kappa + N|\kappa), \\
\delta(\kappa|\kappa), \cdots, \delta(\kappa + N|\kappa))
\]

\[
= \sum_{i=1}^{N} \left\{ - \sum_{j} w_{1,i} \left\{ \Theta_i \left[ \frac{x_i(\kappa + \lambda|\kappa) / l_i}{x_{i+1}(\kappa + \lambda|\kappa) / l_{i+1}} \right] \right\} + \Phi_i \delta_{1,i}(\kappa + \lambda|\kappa) \right\} - \sum_{i} w_{2,i} \left\{ 1 - \left| u_i(\kappa + \lambda|\kappa) - u_i(\kappa + \lambda + 1|\kappa) \right| \right\} + \sum_{i} w_{3,i} \left\{ \frac{x_i(\kappa + \lambda|\kappa)}{l_i} - \frac{x_{i+1}(\kappa + \lambda|\kappa)}{l_{i+1}} \right\}. \tag{53} \]

where

\[
\Theta_i = \begin{bmatrix}
q_{\max} / a & 0 \\
0 & -q_{\max} / a
\end{bmatrix}, \tag{54}
\]

\[
\Phi_i = \begin{bmatrix}
q_{\max} / a \\
0 \\
q_{\max} / a, \ell_i \end{bmatrix}. \tag{55}
\]

\( N \) denotes the prediction horizon. Also, \( w_{1,i}, w_{2,i} \) and \( w_{3,i} \) are positive weighting parameters for \( i \)th section which satisfy \( w_{1,i} + w_{2,i} + w_{3,i} = 1 \), and \( 0 \leq w_{1,i} \leq 1, 0 \leq w_{2,i} \leq 1 \) and \( 0 \leq w_{3,i} \leq 1 \). The three terms in the left side of (53) correspond to the requirement (R1), (R2) and (R3), respectively.

As the results, the optimization problem can be formulated as follows:

\[
\text{find} \quad \delta(\kappa + \lambda|\kappa) = [\delta_{P_{1,i}}(\kappa + \lambda|\kappa), \delta_{M}(\kappa + \lambda|\kappa)]'
\]

\( \lambda = 1, \cdots, N \)

\( \text{which minimizes} \ (53) \)

\( \text{subject to} \ (28), (29), (32), (33), (34), (35), (36), (37), \)

\( (39), (40), (41), (42), (43), (44), (45), (46), \)

\( (47), (48), (49), (50), \text{and} \ (51) \)

The objective function (53) contains absolute functions. Although they are not directly tractable as the MILP formulation, the introduction of new variables makes it possible to handle as the MILP.

\[
J(u(\kappa|\kappa), \cdots, u(\kappa + N|\kappa), \\
x(\kappa|\kappa), \cdots, x(\kappa + N|\kappa), \\
\delta(\kappa|\kappa), \cdots, \delta(\kappa + N|\kappa))
\]

\[
= \sum_{i=1}^{N} \left\{ - \sum_{j} w_{1,i} \left\{ \Theta_i \left[ \frac{x_i(\kappa + \lambda|\kappa) / l_i}{x_{i+1}(\kappa + \lambda|\kappa) / l_{i+1}} \right] \right\} + \Phi_i \delta_{1,i}(\kappa + \lambda|\kappa) \right\} - \sum_{i} w_{2,i} \left\{ 1 - \left( e_{u,i}^+(\kappa + \lambda|\kappa) + e_{u,i}^-(\kappa + \lambda|\kappa) \right) \right\} + \sum_{i} w_{3,i} \left\{ \left( e_{x,i}^+(\kappa + \lambda|\kappa) + e_{x,i}^-(\kappa + \lambda|\kappa) \right) \right\}. \tag{56} \]

where

\[
e_{u,i}^+(\kappa + \lambda|\kappa) - e_{u,i}^-(\kappa + \lambda|\kappa) = u_i(\kappa + \lambda|\kappa) - u_i(\kappa + \lambda + 1|\kappa), \tag{57} \]

\[
e_{x,i}^+(\kappa + \lambda|\kappa) - e_{x,i}^-(\kappa + \lambda|\kappa) = \frac{x_i(\kappa + \lambda|\kappa)}{l_i} - \frac{x_{i+1}(\kappa + \lambda|\kappa)}{l_{i+1}}. \tag{58} \]

\[
e_{u,i}^+(\kappa + \lambda|\kappa) \geq 0, \quad e_{u,i}^-(\kappa + \lambda|\kappa) \geq 0, \tag{59} \]

\[
e_{x,i}^+(\kappa + \lambda|\kappa) \geq 0, \quad e_{x,i}^-(\kappa + \lambda|\kappa) \geq 0. \tag{60} \]

The MILDS formulation coupled with RHC scheme can be transformed to the canonical form of 0-1 MILP problem with the objective function of (56). As a solver for MILP, we have adopted the Branch-and-Bound (B&B) algorithm. The B&B algorithm alternately executes branching process and bounding process, starting by solving the relaxed problem without integer constraints as follows:

Branching Process: If a 0-1 variable does not meet 0-1 constraints, at the optimal solution in the subproblem, the algorithm constructs two new sub-problems, in which some variables are fixed at zero or one. Then, Linear Programming (LP) method is applied to the subproblem.

Bounding Process: The sub-problem is pruned off from the enumeration tree if at least one of following conditions is met.

(1) The solution is infeasible.

(2) The solution to the sub-problem has a higher cost than best integer solution(s) discovered.

One of the important problems in B&B algorithm is how to choose the branching variable. In this work, if one of the \( \delta_{P_{1,i}}(\kappa) \) variable is chosen as the branching variable, then the remaining \( \delta_{P_{1,i}}(\kappa) \) variables may be specified by referring (26) and (27) automatically. This idea accelerates the B&B algorithm.
5. Numerical Experiments

5.1 Signal Control on Straight Road

In this section, we show some results on the numerical experiments to show the usefulness of our strategy.

First, we consider the straight road which has two signals and is divided into five sections as shown in Fig. 2. 50 vehicles are supposed to wait at the start section at the beginning of the simulation. The signals are controlled by our proposed method with the sampling period of thirty second, and the prediction horizon \( N = 2 \). Also, CA model is used to simulate the movement of each vehicle. In the CA model, max speed was set to be \( v_{\text{max}} = 5 \) [3].

The obtained signal patterns and distributions of vehicles are listed in Table 1. The \( P_e \) denotes the number of vehicles in each section. The \( P_d \) denotes the signal pattern of each signal (G is green, R is red). From Table 1, we can see that the signal turns red when its upstream section becomes empty. Moreover, the proposed method can generate a reasonable offset (time difference) between signals taking into account the movement of vehicles.

5.2 Signal Control in Intersections

In this section, we consider the signal control for the traffic network as shown in Figs. 10 and 11. This traffic network consists of four intersections where only single-way traffic flow is allowed on each road, but two-way road can be easily modeled by integrating two single-way roads in the way that each single-way road takes the opposite direction. We assume that one vehicle enters from left side of this network in every 5 seconds, and from upper side in every 40 seconds. This implies that the horizontal traffic flow is higher than the vertical traffic flow. We have examined following five methods as follows:

A: No control where traffic signal is changed every 30 seconds,

B: Conventional method with fixed cycling time, 100 seconds, and minimal length of each signal, 10 seconds. In this method, the splits of green signals of the ways in horizontal direction are set to be

\[
\frac{q_{H_i}(k)}{q_{H_i}(k) + q_{V_j}(k)},
\]

where \( q_{H_i}(k) \) is traffic flow of the district \( i \) in horizontal direction, and \( q_{V_j}(k) \) is traffic flow of the district \( j \) in vertical direction (orthogonally adjoining the district \( i \)).

C: Proposed method with prediction horizon \( N = 1 \) without considering uniformity of traffic density,

D: Proposed method with prediction horizon \( N = 4 \) without

---

### Table 1: Results of signal control on straight road.

<table>
<thead>
<tr>
<th>step</th>
<th>( P_{d1} )</th>
<th>( P_{d2} )</th>
<th>( P_{d3} )</th>
<th>( P_{d4} )</th>
<th>( P_{d5} )</th>
<th>( P_{d6} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50 G</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>43 G</td>
<td>7</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>35 G</td>
<td>17</td>
<td>7</td>
<td>G</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>26 G</td>
<td>17</td>
<td>15</td>
<td>G</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>18 G</td>
<td>16</td>
<td>17</td>
<td>G</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>10 G</td>
<td>16</td>
<td>17</td>
<td>G</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1 G</td>
<td>17</td>
<td>17</td>
<td>G</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0 R</td>
<td>10</td>
<td>16</td>
<td>G</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>0 R</td>
<td>1</td>
<td>17</td>
<td>G</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>0 R</td>
<td>0</td>
<td>10</td>
<td>G</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>11</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>G</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>12</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>13</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>14</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>0 R</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
consideration of uniformity of traffic density ($w_{3,t}(t = 1 \sim 8)$ were set to be zero and $w_{1,3} + w_{2,3} = 1$).

E: Proposed method with prediction horizon $N = 4$ considering uniformity of traffic density.

Table 2 shows the results by applying these methods where simulation time is 1000 seconds. From these results, we can see that the results by applying the proposed methods (C,D,E) have better solutions than those by (A,B). In our method, since the cycling time is variable it has higher degree of freedom in planning the signal pattern than conventional methods. This is especially desirable feature when vertical and horizontal traffic flows have significant difference.

Table 2 shows the total number of vehicles which pass through this traffic network in both horizontal and vertical directions. From these results, we can see that the MPC with longer prediction horizon enables more vehicles to get through this traffic network.

Also, evaluations of the computational efforts are shown in Fig. 12.

1. B&B method
2. Full search method

Here, the full search method means to check all patterns of $m_D$, and other variables are computed by (4). From Fig. 12, we can see that the difference of the computational efforts between two schemes becomes larger with the increase of the horizon.

6. Conclusions

In this paper, we have proposed a new method for traffic signal control based on hybrid dynamical system theory. First of all, the synthetic modeling method for the Traffic Flow Control System (TCCS) has been proposed where the information on geometrical traffic network was modeled by using Hybrid Petri Net (HPN), whereas the information on the behavior of traffic flow was modeled by means of Mixed Logical Dynamical Systems (MLDS) form. The former allows us to easily apply our method to complicated and wide range of traffic network due to its graphical understanding. The latter enables us to optimize the control policy for the traffic signal by means of its algebraic manipulability and use of model predictive control framework. Secondly, the shock wave model has been introduced in order to treat the discontinuity of the traffic flow. By approximating the derived flow model with piece-wise linear function, the flow model has been naturally coupled with the MLDS form. Finally, the model predictive control problem for the TFCS has been formulated. This formulation has been recast to the 0-1 Mixed Integer Linear Programming (MILP) problem. Some numerical experiments have been carried out, and have shown the usefulness of the proposed design framework. Our future works include the development of hierarchical modeling and planning schemes, and analytical consideration of stochastically changing traffic network dynamics.
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Appendix: Matrices in MLDS form for Fig. 1

The matrices in MLDS form for the straight road illustrated in Fig. 1 are given as follows,

\( A = I \), \hspace{1cm} (A-1)

\[
A = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \ddots & \vdots \\
0 & -1 & 1 & \ddots & \vdots \\
0 & -1 & 1 & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 0
\end{bmatrix}^T
\]

\( B = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \ddots & \vdots \\
1 & 0 & 0 & \ddots & \vdots \\
0 & 1 & 0 & \ddots & \vdots \\
0 & 0 & 1 & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix} 
\]

\( C = \begin{bmatrix}
0 & 0 & 0 & 0 & C & 0 & 0
\end{bmatrix}^T 
\]

\( E1 = \begin{bmatrix}
0 & 0 & 0 & 0 & C & 0 & 0
\end{bmatrix}^T 
\]

\( E2 = \begin{bmatrix}
-\Gamma & 0 \\
\Lambda & 0 \\
-\Lambda & 0 \\
\Gamma & 0 \\
I & 0 \\
I & -I
\end{bmatrix} 
\]

\( E3 = \begin{bmatrix}
I & -I & I & -I & 0 & 0 & 0
\end{bmatrix}^T 
\]

\( E4 = \begin{bmatrix}
0 & 0 & F & -F & 0 & 0 & -C
\end{bmatrix}^T 
\]

\( F = \begin{bmatrix}
f_0^1 & 0 & \cdots & \cdots & 0 \\
f_0^2 & 0 & \ddots & \ddots & \vdots \\
f_0^3 & 0 & \ddots & \ddots & \vdots \\
0 & f_1^1 & 0 & \ddots & \vdots \\
0 & f_1^2 & 0 & \ddots & \vdots \\
0 & f_1^3 & 0 & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & f_5^3
\end{bmatrix} 
\]

where

\[
F = \begin{bmatrix}
0 & 0 & \cdots & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \vdots \\
0 & 0 & \ddots & \ddots & \vdots \\
0 & f_1^1 & 0 & \ddots & \vdots \\
0 & f_1^2 & 0 & \ddots & \vdots \\
0 & f_1^3 & 0 & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & f_5^3
\end{bmatrix}
\]

and

\[
x = \begin{bmatrix}
0 & x_1 & x_2 & \cdots & x_5 & 0
\end{bmatrix}^T 
\]
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